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‘We propose a new time implicit method for approximating the steady state solutions of
the Euler equations for real materials in several space dimensions. The severe nonlinearities
in the pressure law are bypassed thanks to a suitable approximation procedure with stiff
relaxation of the original governing PDE. This approach has been proved fairly successful
in a fully time explicit setting. Here, we answer the open question of the time implicit
extension of the procedure. A first natural extension of the classical time explicit scheme
is shown to fail in producing discrete solutions which converge in time to a steady state.
Strong evidences indicate that the stiff relaxation terms are not properly accounted for in
this first approach. We then show how to achieve a well-balanced time implicit method
which yields approximate solutions at a perfect steady state.

I. Statement of the problem

The present work treats the numerical approximation of the steady state weak solutions of the Euler
equations for real gases :
Oip+ V. pw =0, t>0, xeD,
dpw + V. (pw @ w + p(U) I4) = 0, (1)
WpE+ V. (pE +p(U))w =0,

where D is a bounded domain of R? with d > 1. The pressure law p(U) is a given smooth function of the
unknown U = (p, pw, pFE) in the form:

2
. w
p(U) =p(p,pe) with pe=pE — %, (2)
with the property that the first order system () is hyperbolic, namely
dp 1 Op
A(U) = A(p, pe) = 3, \Prpe) o0t pe) g pope) > 0, (3)
for all state U in the natural phase space:
d+2 d lpw|?
QU:{U:(p,pw,pE)€R+/p>0,pw€R,pE—2—p>O}. (4.)
System () is given the following condensed form:
oU + V.F(U) =0, (5)
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with clear definition for the vector-valued flux function F(U) = (F4,;(U))1<j<a-

In the present work, the pressure laws under consideration are motivated by the physics of complex com-
pressible material. The reader is referred to Menikoff and Plorh for a discussion and several examples. First,
it is well-known that this nonlinear function p(p, pe) is responsible for the most severe part of nonlinearities
in the PDE model (@) : in particular it dictates the nonlinearity properties of the fields associated with
the acoustic waves. Then, such nonlinearities make difficult and costly the extension to the frame of real
gases of celebrated approximate Riemann solvers introduced in the simple polytropic setting. To tackle these
nonlinearities and to allow for an efficient numerical procedure, we propose to adopt a relaxation approach:
the weak solutions of the system ([Il) are approximated by the solutions of a larger but simpler PDE model
with relaxation source terms. By simpler, it is understood that the underlying nonlinearities are easier to
handle. Motivated by the works Bouchut,” Chalons and Coquel,® Coquel et al® and Siliciu,™" simplicity is
achieved when no longer understanding the pressure p(p, pe) as a nonlinear function but as a new unknown
we denote by II, equipped with its own partial differential equation. This new unknown II is subject to
a relaxation procedure which purpose is to restore the original pressure law p in the regime of an infinite

relaxation rate. More precisely, the relaxation PDE model developed in? =M reads:

oy + V. (pw)* =0, t>0, xeD,

O (pw)* + V (pw@w + 1 Iq)* =0,

H(pEP + V. ((pB + Mw)* =0,

O (pI)* + V. ((pIL + a®)w)* = A (p(p*, (pe)*) — 1Y),
where the parameter A > 0 stands for the relaxation coefficient rate. Here, the parameter a is a given

real number so that the PDE model (@) is seen to be invariant by rotation. To simplify the notations, the
relaxation model (@) is given the following condensed form:

(6)

VA £ V. G(VY) = AR(V?), (7)

with V = (p, pw, pE, pIl), R(V) = (0,0g4,0, p(p(p, pe) — II)) and clear definitions for the vector-valued
function G(V) = (G+,;(V))1<j<a. The precise role played by the parameter a is explained just hereafter but
first, it is worth to stress the reason why (H) is easier to handle than (). To that purpose, observe that
setting A = 0 in (@) decouples the total energy equation from the others. In other words, the total energy
only enters the algebraic relaxation source term via the definition () of the original pressure law. This weak
coupling is responsible for the following attractive result (see” for instance):

Lemma 1. Let be given a > 0 in [@). Then the first order system in (@) is hyperbolic over the following
phase space

QVZ{Vz(p,pw,pE,pH)ERd+3/p>O,pW€Rd,pE ||p2 wll* >0, HER} (8)
p

Namely, for any given unit vector n = (n;)1<;<q € R, the matriz

d
n) = n;VyGa, (V)
=1

is R-diagonalizable for all V € Qv, with the following increasingly ordered eigenvalues:

M(V,n) =wn - ¢ < A2(V,n) =wan < A\3(V,n) =w.n+ g, 9)
p p
where the intermediate eigenvalue A2(V,n) has d + 1 order of multiplicity. In addition, all the fields are
linearly degenerate: all the propagating waves behave as linear waves.

Observe from the definition (@) that the free real parameter a entering (@) has the dimension of pc(p, pe),
i.e. the dimension of a lagrangian sound speed. In any given direction n € R¢, the extreme waves associated
with the eigenvalues A;(V,n) and A\3(V,n) may be thus understood as an approximation of the waves in the
original equations ([l). But the reported linear degeneracy is in clear contrast with the strong nonlinearities
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involved in the original PDE model and stays at the basis of the efficient numerical method to be discussed
in the next sections.

We now come to highlight the importance of a correct definition of the real parameter a in the procedure
of approximation of the solutions of (@) by those of (). To that purpose, let us rewrite the last governing
equation in (@) as follows:

(pID)* = (pp(p, pe))* — i{at(pﬂ)A + V. (oIl + a®)w)*}. (10)

So that in the limit of an infinite relaxation rate A\ — +oo, II* formally coincides with the original pressure

law p(p, pe): R
lim II* = . 11

JHm p(p, pe) (11)
After the pioneering works by Liu®™ and Chen, Levermore and Liu* it is known that to prevent a general
relaxation procedure from instabilities in the regime of a large parameter A >> 1, the so-called subcharacter-
istic conditions, or Whitham conditions, must be met: the eigenvalues (@) of the relaxation PDE model and
those of the original system must be properly interlaced. In the present relaxation setting (@) for approxi-
mating the solutions of (), these stability conditions are satisfied provided that the free coefficient a > 0 in
@) upperbounds the exact lagrangian sound speed pec(p, pe); namely,

a > p c(U) = pc(p, pe) (12)

must be valid for all the states U under consideration. The reader is referred to the quoted works™ =" for
a detailed discussion of (&) and its relationship with the validity of entropy inequalities for the relaxation
PDE model (@) that are closely related to those of the original equations.

In this work, it is worth to briefly shade light on the Whitham condition ([[Z) on the simpler ground of
a Chapmann-Enskog expansion. According to this approach, the unknown (pII)* is given the following
expansion for large but finite values of A > 0:

1 1

X(PH)? +O(p)~ (13)

The first order corrector (pIl)} is found when plugging ([C3) in the PDE () to obtain:

(pID)* = (pp(p, pe))* +

(610 = (p(pp)* — 5 {0u(op(p: pe))* + - (90 pe) + )W)} + O(55), (14

so that the first order corrector reads:

I = —5x{0(op(p, pe))* + V. ((pp(p, pe) + a®)w)*} (15)
= —{0(p(p, pe)* + WAV (p(p, pe) '} — L V. w.

To go further, we notice that the first d + 2 equations in (@) reads as follows at the first order in % and in

view of the near-equilibrium identity II* = (p(p, pe))* + O(3):

Op + V. (pw) =0, t>0, xeD,
A(pw)* + V. (pw @ w + p(p, pe) Ia)* = O(3), (16)
O (pEY + V. ((pE + p(p, pe))w)* = O(3),

so that classical manipulations prove that smooth solutions of (@) obey at the first order in % the next
equation for the original pressure law p(p, pe):

1
dip(p, pe)* +wr.Vp(p, pe)* + p*c2(p, pe)* V. w* = O(X) (17)

As a consequence, the first order corrector 113 in ([[H) writes equivalently:

1
Py

= —
o

(a? = (X e(UP)?)V. w. (18)
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Invoking the expansion ([[3) with the formula ([[8), the first order asymptotic system governing the solutions
of the relaxation system (@) for large values A >> 1 then reduces to:

0ip + V. (pw) 0,
au(pw)* + V. (pw @ w +p(p, pe) Ia)* = —1V. (I} Ta), (19)
= 1V (A(a® = (pe)?)V. w* L),
O(pE) + V. ((0E +plp, pe))w)* = V. (L(a® = (pe) W V. wh).

Observe that (@) takes the form of the original Euler equations () but in the presence of a viscous pertur-
bation with viscosity like coefficient (a —(p*c(U)M)?). As it is well-known, this viscosity coefficient must
be positive for the solutions of the near equilibrium system (@) to be stable: this requirement is nothing
but the Whitham condition expressed in ([[2).

II. The numerical procedure

We show how to take advantage of the relaxation system (@) in the derivation of an efficient time implicit
method for the approximation of the solutions to the original Euler equations (). We first propose a
seemingly natural time implicit formulation of the time explicit procedure which is classically performed in
a relaxation setting (see” for instance). We prove that such a natural extension fails to produce perfectly
steady state approximate solutions: residues stop decreasing after a few order of magnitude to then reach a
plateau. We then show how to correct this first extension so as to end up with a robust time implicit method
that yields converged in time discrete solutions corresponding to a ten order of magnitude decrease for the
residues.

For the sake of simplicity in the notations, we only address the case of bidimensionnal problems when
focusing on cartesian grids with constant space step Az > 0 and Ay > 0, the extension to curvilinear grids
being a classical matter. The time variable is discretized using a constant time step At > 0. The approximate
solution Uy, (z,y,t), h = max(Ax, Ay), is sought under the form of a piecewise constant function at each
time level " = nAt, n > 0. An initial data Ug(x, y) being prescribed for (), we classically define:

Uh(l’,y, O) = UO,J AIAy / UO z y)dl’dy, Za] € Z7 (20)

with (z,y) € Cij = ((i — 5)Az, (i + 3)Az) x ((j — 3)Ay, ( + 3)Ay).

The boundary conditions considered in the present work are extremely classical in the setting of the Euler
equations: namely far field boundary conditions and wall conditions. Their treatment is a classical matter
described for instance in Hirsch!® Besides, MUSCL second order in space enhancement is used in the
forthcoming numerical evidences. We again refer the reader to for the required material.

II.A. Revisiting the time explicit procedure

In this section, we briefly revisit the usual approach for deriving time explicit scheme in a relaxation frame-
work. Our main purpose is to put forward that this strategy may be actually reinterpreted as a Roe-type
method for the relaxation system (@ (but not for the Euler equations (). This equivalence with a Roe
method stays at the very basis of the time implicit versions to be discussed in the next paragraph.

The discrete solution Uy (x,y,t™) being known at time t” = nAt, n > 1, this one is evolved to the next
time level thanks to a time explicit finite volume scheme:

Atpn g M

Uh(iﬂ,yvtnﬂ) = U?jl = U?,j Az ( i+3.4 i—3%,j

A (F’n:J‘i’2 F:jf%% (Ia y) € CZ]? (21)

where F” | and F;‘j 1 must be defined at time ¢™ from two numerical flux functions that are respectively
WJ T3

+ 1
consistant Wlth the exact flux functions F, and F,, in the = and y direction. Their required definition follows
from the next classical two steps relaxation procedure (see” for instance). This approach can be understood
as a splitting technique for the relaxation system (@) when setting A to 0 in a first step and then letting the

relaxation parameter A go to infinity in a second step.
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First step: Evolution in time (t" — t"*17)
Starting from the discrete solution Up/(x,y,t™), we consider a relaxation approximate solution at time ¢"
setting:

Vi(z,y,t") = (Un(z,y,t"), (pI)n(z,y,1")), (22)
where the relaxation pressure is defined at equilibrium
(PIDn (2, y,t") = prp(pn, (pe)n)(z, y, t"). (23)

We then solve for times ¢ € [0, At[, At small enough, the following Cauchy problem for the frozen relaxation

system ([d) with A\ = 0:

HV+V.G(V)=0, t>0, xeD, (24)
V(.’IJ, Y, O) = Vh(xa Y, tn)

Within the finite volume framework, this amounts to update the relaxation approximate solution at time

t"+t1~ setting in each cell C;;:

At At

VZ;LLf:V?,j—E(QZF% -G ) - Ay(gfﬁ_—gn ), (w,y) € Ciy, (25)

zf—g 4= 5

where the definitions of g;jr 1 and gz.”j 41 will be given hereafter.
2 I3

Second step: relaxation ("= — ¢"*1)
In each cell C;;, we solve the following EDO problem in the limit A — oo:

S

p* =0,
A

(26)

0,
0,
Ao (p(p, pe)* —TI7),

with as initial data V(z,y, At™) the solution of the Cauchy problem @4 at time A¢. In other words, the
approximate relaxation solution Vy,(x,y,t" 1) is set at equilibrium at time ¢t"*! in each cell when keeping
unchanged p, w and E:

it = o (W) = (W), (BT = (B (27)

O (p
A (p
(

w)
E)
i (pID)A

QD S

but redefining the relaxation pressure at "1 to enforce equilibrium in agreement with 3 :
(P = (op) (P}, (pe) ). (28)

The Euler approximate solution Uy, (z,y,t"*1) is then defined at time ¢"*! in each cell C;; using (1)

U = (onfh (ow)itt (0BT, (29)
This concludes the method.

Let us now give a detailed description of the required numerical fluxes QZ‘+ e g?j 41 in &3) in order to
2 J T2
eventually infer the definition of the required fluxes FZ‘JF 1 and F?j 410 &1). We classicaly take advantage
2 J T2

of the invariance by rotation of the relaxation PDE model (@) to focus solely on the definitions of G

+3.
and thus of F" . The fluxes g” +1 and F” + are given symmetric definitions. Here, the numerical ﬂilX
function G" L 1s bu11t from the Godunov approach when solving a Riemann problem for () and with A =0

in the z d1rect1on. Indeed, denoting G, the exact flux function in (@) and in the z direction and considering
for V, and Vg in Qv, W(.; V1, V) the self-similar solution of

OV + 0,G. (V) =0,

V(. 0) VvV, if z<0, (30)
’ Vi if >0,
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then we define the required flux Q?+ 1 a8 follows:
3

g’ﬂ

’H’* J gw( (0+ V?_ﬁv;n-i-l ]))

((gg)lqr%’jv (ggu)?+%7j, (ggv);zr%’jv (ggE)?Jr%Jw (ggn)zréd)

Here, u (respectively v) denotes the velocity component in the = (respectively y) direction. Let us precise
that the states V = V', and Vg = V7, ; in @) necessarily read in view of {2, @3)):

(31)

4,J
V? (Unp pi. i Pi, J) V?Jrl,j = (U?Jrl,jv p?Jrl,jp?Jrl,j)' (32)
We are now in a position to define the required numerical flux function
F7+2,g = ((Fp)z+ 5 (FP“)?_F 5 (Fp”)?+ 5 , (Fr E)Hrl ) from the formula &l) and 10):
(B2, = (GO0
pu pu\n
(Fiv)”” et (33)
(B) = (G20
E E
(B2EY = (GEF)2,

Observe from (B2) that the proposed numerical flux function FZ_ 1 is consistent with the exact flux function
F..

Being given two states Vi, and Vg in Qy, we now define for the sake of completeness the self-similar solution
W(.; VL, Vg) of @B0) which expanded form reads:

Op + 05 (pu) = 0,

O (pu) + 0, (pu? + 1) = 0,

9t (pv) + 9 (puv) = 0, (34)
O (pE) + 0x((pE + Iu) =
Or(pI) + 0, ((pIL + a*(V, Vg)u) = 0,

with initial data Vo(z) = V1, < 0; Vg otherwise. In @), the coefficient a(V, V) is set to:
a(Vr, Vi) = max( (pc)(UL), (pc)(Ur) ), (35)
according to the Whitham condition (I2).

Proposition 1. Let be given two states Vi, and Vg in Qyv. Choose the coefficient a(V5, Vg) as in [F3)
and possibly larger so as to verify:

V.,V N V.,V
Ul(VL,VR):uL—% <0’2(VL,VR):U (VL,VR) <0’3(VL,VR):UR+%, (36)
with 1 .
*(Vi,Vg5) == ———— (I — ). 37
u*(Vy, Vg) 2(uR +ur) 2a(VL,VR)( R L) (37)
Then, the self-similar solution W(., V1, Vr) of the Cauchy problem ({34) with initial data:
Vo) =4 ok S (39)
Vg if x>0,

is made of four constant states Vi, V1(V,Vg), Vo(VL, Vi), Vg separated by contact discontinuities prop-
agating with speed 0;(Vy, Vg), i =1,2,3:

\'43 Zf —<01(VL,VR

~

W(I/t VL VR) — Vl (VL7 VR) Zf Ul (VLu VR) % < 0-2 (VLu VR)7 (39)
Y Vo(Vr,Vg) if 02(Ve,VRr) <% <03(VL,Vg),
Vg if 03(Vy,Vg) <?.
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The intermediate states V1(V5,Vg) and Vo(Vy, V) belong to the phase space Qv (i.e. p1(Vy,Vg) >
0, p2(V,Vg) > 0) and are recovered from the next formulae with a = a(Vy, Vg):

I =1I; =11, = %(HL +HR) - %(UR —’U,L),
U= U = ug = %(’U,L +UR) - 2_111(HR —HL),

pil = PLL — %(UL —'LL*),
p: = pr — alu —ur), (40)

U1 =L, VU2 = UR,
Ey = Ep — 1(II*u* — puy),
E2 = ER + %(H*U* — HRUR).

According to the definition (&), the numerical flux G , ; 1s nothing but the Godunov flux for the quasi-1D
3

relaxation system ([B4]). Due to the property that all the fields of this system are linearly degenerate, see
Lemmal[ll it can be proved that the numerical flux QZF 1 is algebraically equivalent to the one of a Roe-type
3

linearization of the system [@4l). More precisely we successively have:

Proposition 2. For any given pair of states (Vi,Vg) € Q%,, with the notations of Proposition [, let us
define the following five vectors of R®:

1
ur, —a/pr,
r1(V,Vg)=| v :
Ep +11/pr — au*/pr
Iz +a?/pL

r2(Vy,Vg) = , r3(Vy,Vg) = ry(Vy,Vg) =

o O = O O
o = O O O
o O 2 =

1

ug +a/pr

r5(Vr,Vr) = | wg ,
Er+1gr/pr+ au*/pr
g +a?/pr

where u* and I1* are given in {Q). Then, the family ( v;(V, VRr) )i<i<s spans R, i.e. the matriz
R(V.,Vg) = (I‘l(VL,VR),I‘2(VL,VR),I‘3(VL,VR)7I‘4(VL,VR),I‘5(VL7VR)) (41)
18 invertible.

Proposition 3. For any given pair of states (V,Vg) € Q3% let us consider the well-defined matriz
A, (V,VR) € Mat(R5) given by:

A.(VL, Vi) =R(VL, Vr)D(VL, VR)R™(VL, V), (42)

where R(V 1, Vg) is the invertible matriz introduced in ) and D(V 5, VRg) the diagonal matriz defined
by:
D(V,Vg) =diag(c1(VL,Vr),02(VL,VRr),02(VL,Vr),02(VL,VR),03(VL, VR)). (43)

Then, Az(Vr,VR) is a Roe-type linearization for the quasi-1D relazation system ([34)); namely:

(Z) Ax(VvV) = vng(V)a
(i) Ae(Ve,Vr) (VR —V1)=Gus(VRr)—G:(VL), (44)
(7i1) Az (VL,VR) is R-diagonalizable.
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Equipped with these notations and results, the main statement of this section is:

Theorem 1. For any given pair of states (Vi,Vg) € Q% the Godunov numerical flur function for the
quasi-1D relazation system (F4) is algebraically equivalent to the following Roe numerical flux function:

G, (WO V1. VR) = 2 (6:(V1) + GV i)~ |AL(VLVR)|(Vi — V2), (45)

where A, (Vr, Vg) denotes the Roe linearization (Z3).

Let us emphasize that the matrix A, (V, Vg) € Mat(R?) is a Roe-type linearization for the 5 x 5 quasi-1D

relaxation system but not for the 4 x 4 quasi-1D original Euler equations. Let us conclude when underlying

that the numerical flux function in the y direction, gz.”j L1, can be also equivalently reexpressed as a Roe
I T3

method following symmetric steps.

II.B. A first time implicit method

The two step relaxation procedure we have described in a time explicit framework can be given a straightfor-
ward time implicit formulation. For the sake of efficiency, this time implicit method is classically linearized
thanks to the existence of a Roe linearization for equivalently reexpressing the numerical fluxes. More pre-
cisely, the two steps of the previous section now read:

First step: evolution in time (t" — t"+17)
Solve the following linearized time implicit scheme

At gnJrl* _ gn+1 At Q”Jrl* - gn+1 )a (Zv.]) € Z2’ (46)

n+l— __ n
Vii =Viio Ax (H‘va 1—*73) Ay( it =%

where thanks to the equivalent form (@) we have classically set:

Gilys =9y T 3V GV +AL(VE; Vie, ) 6(VE) )
+ %(VV gi(vzl-‘,-l,]) - |ACE( 1]7V;n+1 ])l) 6(V?+l,j)7
where the time increments are defined by:
S(VP)=ViH —vp (48)

gn+1

A symmetrical definition applies to the numerical flux 1 in the y direction.

Solving ([EH) then classically amounts to solve a linear system in the unknown §(V7;); jez> with a pentadi-
agonal 5 X 5 block matrix. The non-zero entries of a line of the corresponding matrix read

(Ly)igs (Ly)ig, (D")ig, (Ry)ijs (RE)iy, (49)

where the diagonal 5 x 5 matrix writes

Dy, = Td + AL (| (VI VI )l + (VI Vi)

(50)
AL (1A, (VI VIl + 1A (VE L VI,
while the extradiagonal 5 x 5 matrices are defined by
(L) = =5 (TvGa(VIL ) + AV, VE)]), o

(Rp)ij = +AL (Tvaa(VE ) = 1A (VE, Vi),

with symmetrical definitions for (Lj); ; and (R}); ;

Second step: Relaxation (t"t1= — ¢7+1)
From the solution V?jl* of the above linear problem (), we keep unchanged:

P = o (oWt = (W) (B = ()
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while we define so as to enforce equilibrium:

(pIDI T = (op) (P11, (pe) i H).

In other words, the second step is kept unchanged. This concludes the presentation of the first time implicit
formulation of the relaxation approximation procedure.

Despites being natural and robust, this first extension is numerically shown hereafter to fail in produc-
ing converged in time discrete solutions. The origin of the failure may be understood as follows. The steady
state solutions of the Euler equations ([II), namely solutions of

V.FU) =0, xeD, (52)
are intended to be recovered from the steady state solutions of the relaxation system ()
V.G(VM = AR(VM) =0, xeD, (53)

in the regime of an infinite relaxation rate A — oco. Observe that one cannot expect stationary solutions
V* of @) to simultaneously satisfy V.G(V*) = 0 and AR(V?) = 0 generally speaking in view of the next
result:

Lemma 2. Let be given V : D — Qv a smooth function of the space variables such that:
V.Gg(V)=0 and  R(V)=0, x € D, (54)
simultaneously hold. Then , the smooth function V necessarily obeys:
(a® — p*c*(p,pe)) V. w =0, xeD, (55)

where ¢(p, pe) is the sound speed introduced in ([B)). Under the mandatory Whitham condition [IZ), a smooth
function V satisfying (Bl) and therefore (BH) necessarily comes with the property of a divergence free velocity
field w, i.e. V. w = 0. From V. pw = 0 stated in (B4)), we would then infer w.Vp = 0 and thus either p
necessarily stays constant or the velocity vanishes. Such conditions are far from being general. Therefore,
stationary solutions of (B3) do not obey (Bl in general. In other words, the singular relaxation source term
in (E3) must come into proper balance with the flux divergence. Here stays the reason of the reported failure
in the proposed time marching strategy for capturing steady state solutions of ([&2) via those of ([B3]).
Indeed, the discussed time marching method intends to restore solutions of (B3) on the basis of a splitting
strategy in between the flux divergence and the relaxation source term: solve first the frozen relaxation
system (@) choosing A =0

oV +V.G(V) =0, (56)

to then restore the relaxation effects when solving
VA — AR(VY) =0, (57)

in the limit A — oco. Formally, time convergence in this splitting strategy to some stationary solutions V
would require V. G(V) = 0 together with AR(V?) — 0 in the limit A — oo, properties which cannot hold
for general solutions of (E3). In other words, splitting the relaxation source term from the flux divergence
cannot result in a well-balanced approximation of the solutions of [&3) and therefore of ([B2).

II.C. Well-balanced time implicit formulation in a relaxation framework

In the light of the previous section, the correct design of a time implicit relaxation procedure requires to
handle simultaneously the relaxation source term with the flux divergence during the first evolution step
t" — t"t1=. We propose to adopt the following strategy, still made of two steps for reasons we will explain
on due time.

First step: evolution in time (" — t"+17)
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Instead of the the frozen version 24l with A = 0, we have to approximate at time At the solution of the

following Cauchy problem
A A A
{ OV + V. G(V?) = AR(V?), (58)

VA(Ia Y, O) = Vh(fE,y, tn),

in the regime of an infinite relaxation rate A — co. The initial data Vj(x,y,t™) is again built at equilibrium

from Up(z,y,t") according to (Z2)-([Z3).
In order to derive the required approximate solution, let us start from the following direct extension of (EH])

At At
A, n+l1— A, n A, n+1— A, n+1— A, n+1— A, n+1 A, n+1—
\y =V = AL (ngr G gzi_ y ) — A—y(gl i+l T g )+ /\AtR(VZ-)j ),  (59)
which we have to deal with in the limit A — oco. To cope with this limit, let us rewrite the last discrete
equation in (Bd) for updating the relaxation pressure, as follows

A, n+1— A, nt+l1—
(pH)_ . = (pp(p,pe))_ _
J LN n41— g/\ n41— g =g nti- (60)

(P}, " = (pp(p.pe))T _|_gz+2a i-1. i 43 -3
At Az Ay ’

1

X
which is nothing but a time implicit discrete form of [[). Under the Whitham condition (BH) for the sake
of stability, we formally let A go to infinity in B0) to consider the implicit formula

(pﬂ)éfl_ = (pp(p, pe)):rl_ = (pp(p, pvaE))

%,

n+1—

4,

To lower the computational effort due to the nonlinear pressure law p(U), we propose to Taylor expand this
implicit formula so as to consider the following final definition

(pH):jl_ = (pp(p,pe)):j + (p(U) + pg—ﬁ(U))Z (pl’jl - p?j) (61)

HTap (O, (w1 = (ow, ) + (o2 (O, (BN — (0B, ).

It is then convenient to recast ([f1l) in terms of the time increments introduced in EX) to get the next identity

(r(0) + (W) 5(p3) + (PVwp (W, 8((w)2;) + (i (W 8((PENE ) = 6((1D)2;) = 0.
(62)
since by construction (pH)r‘L‘ = (pp(p, pe))é‘ in 3.

1,] 7
Equipped with this identity, we are in a position to state the linear problem to be solved in the unknown

5V1’-fj. In that aim, we define the pentadiogonal 5 x 5 block matrix entering this linear problem from the
block matrices previously introduced in ), (&) and (&)

Loy (L)l D), Ry, (Rl (63)
where each four first lines of the 5 x 5 matrices corresponds respectively to the four first lines of:
(Lo)i'y,  (Ly)iy (D) Ry, (Ra)iy, (64)

while solely the last line of each of the 5 x 5 matrices (Gdl) governing the time increments §(plIl) have been
modified in the new block line (G3]) to account for the new update formula (G2). Since this formula written
in a given cell C;; only involves the time increment §V7';, the last line of (L;)7;, (L)', and (R2)7;, (Ry)7;

1,5 i,j
are necessarily set identically to the zero line

(0,0,0,0,0),

while necessarily the last line of the diagonal matrix ]NDZ reads:

o+ (3 o)y (o) (o) ) ()
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At last, the corresponding component of the right side is set to zero so as to restore ([{2) with (G3).
This completes the description of the first step in the well-balanced time implicit formulation of the relaxation
scheme.
The need for a second step stems from the linearized version (f1l) we have introduced at time level "1~ to
n+1— n+1—

J

reduce the computational effort involved in the initial guess (pI1);';"~ = (pp(p, pe));; . Since equilibrium

is not achieved with the linearized form (&II), a second step is required to be in position to restart the

procedure from time t"*!. Since this second step just asks for the identity (pl‘[)?jl = (pp(p, pe))?jl, this

step exactly coincides with the second step described in Section [LBl This concludes the presentation of the
method.

III. Numerical illustrations

We investigate the performance of the proposed time implicit formulations in the approximation of the

steady state solution of the Euler equations over a blunt body. For simplicity, the pressure law is the one of
a polytropic gas with adiabatic coeflicient v = 1.2. The freestream conditions follow from a Mach number
set to My, = 10 and a static pressure po, = 40Pa and are responsible for a strong bow shock in the steady
state solution. The computational domain consists in a curvilinear mesh made of 60 x 48 cells.
Figure 1 shows the time history of the L? norm of the density time derivative obtained using the first
time implicit relaxation method. About 15000 time steps have been performed according to the following
CFL strategy: the CFL number is set to the constant value 25 during the first 7000 time iterations and
decreased down to CFL= 5. Such a strategy makes use of rather small CFL number to prove that the
two plateaus achieved in the convergence history is characteristic of a time implicit method which fails to
produce converged in time discrete solutions. By contrast, the time history of the L?-norm of the density
time derivative obtained thanks to the well-balanced time implicit relaxation method as depicted in Figure
2 proves perfect convergence in time for the discrete solutions. The results of the two runs are compared,
respectively using a constant CFL number set to 25 for the sake of comparison and then choosing an increased
value CFL= 200 in order to speed up the calculation. At last, Figure 3 displays the density contours in the
steady solution obtained with CFL= 200.
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Figure 1. Time history of the L? norm of the density time derivative using the first time implicit scheme
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Figure 2. Time history of the L? norm of the density time derivative using the well-balanced time implicit method
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Figure 3. Density contours with the well-balanced time implicit method at CFL = 200
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